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FIGURE 2 
Bus Data Illustration 
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Transmission Control Protocol (TCP)/Internet Protocol (IP) is the most common protocol set used on 
modern bus transmission systems.  Security measures and controls for these common systems may be 
found in the Cybersecurity Guide. 

1.5 Streaming Data 
Streaming data is another type of data found in the marine and offshore industries. Streaming data refers to 
a sequence of message-oriented data in-sequence transport used to transmit or receive information in a 
real-time application among the networks. Three major types of streaming data are listed below: 

• Automatically-generated machine data streamed from connected devices. Such devices can be sensors 
or Internet of Things (IoT)/Industrial Internet of Things (IIoT) devices. An example is streaming data 
generated from a security network camera.  

• Human-generated data from social media, such as feeds originating from collaboration systems or 
social media like Facebook and Twitter. 

• Automatically generated human data. For example, the streaming data generated due to actions while 
performing online web browsing.  

Conceptual streaming data is illustrated in Section 5, Figure 3 below. 
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FIGURE 3 
Streaming Data Illustration 

Streaming
Data

Data Flow

Data Flow

 
 

In the marine and offshore industries, the most common streaming data is automatically generated machine 
data.  The major driving force for such data is the appearance of IoT/IIoT scenarios, such as real-time 
remote management and monitoring. Some benefits of the streaming data include  

• Gain meaningful, time-sensitive insights into operational systems; 

• Perform real-time analytics for accelerated decision making; and  

• Achieve mission-critical reliability and scale with continuous system adjustments based on real-time/ 
near-real-time data reporting.  

The IoT/IIoT connects bidirectional-communicating devices with one another in real time. With 
computational systems becoming more ubiquitous as processors become cheaper and more capable, more 
and more real-time data will be available among networked devices.  

Streaming data has been designed for improved security. An example is a 4-way handshake to protect 
against synchronized flooding attacks, and large “cookies” for association verification and authenticity. 
Multi-homing and redundant paths increase resilience and reliability. 

3 Data Classification (Protection Level) 
Data Classification is the process of organizing data into categories for its most effective and efficient use. 
Data Classification facilitates assignment of protection level based on its importance. As noted in Section 
4, data has different criticality based on its supporting systems.  

Once a data-classification scheme has been created, security requirements that specify appropriate 
handling practices for each category and storage standards that define the data's lifecycle requirements are 
to be defined. 

In this document, data is classified in terms of criticality to the mission of the vessel. Four categories have 
been defined as follows and shown in Section 5, Table 2. The data classification has immediate relevance 
to Integrity Level (IL) (defined in the ISQM Guide and the Cybersecurity Guide). The relationship is also 
represented in Section 5, Table 2:  
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• Mission Critical:  Data is critical to the vessel.  For example, data in safety system/equipment for main 
propulsion, power management data for the electric power generating system.  

• Mission Essential:  Data that is essential to the vessel supporting IL2 functions systems. For example, 
the vessel management system.  

• Non-Mission Essential:  Data supporting IL1 functional systems is non-mission essential. Such data is 
generally used for business essential purposes, including such examples as Enterprise Resource 
Planning (ERP) data (orders, purchase orders, human resources data and employee payroll). 

• Non-Vessel:  Data supporting IL0 functions systems is not for vessel operation. For example, personal 
email and web data may be classified as IL0. 

 

TABLE 2 
Data Classification 

Data 
Classification 

Integrity 
Level (IL)* 

Potential Consequences  
Functional 

Examples, not inclusive 

Non-Vessel 0 Minor impact on operation. Might 
affect supporting process system 

but not main process system 

Entertainment System, Administrative computer 
systems, office network, Data Collection system 

(non-Authority required) 
Non-Mission 

Essential 
1 Might lead to maintenance 

shutdown of non-critical system. 
Main process continues to operate.  

Non-essential control of systems, BPCS, Non-essential 
communication systems, Vessel Management 
System. Enterprise Resource Planning (ERP) 

Mission Essential 2 Shutdown of main system, 
excessive time for repair.  

Drilling control system, BPCS, SIS systems (minimum 
rating), PMS, essential systems, DP control system, 
main engine control system, safety systems, cargo 

control system, navigation system, new or unproven 
essential technologies minimum rating. 

Mission Critical 3 Significant repair time or loss of 
the marine or offshore asset.  

Drilling Blowout Preventer control system, SIS or 
safety control systems, boiler firing control system, etc. 

* Note: Integrity Level for the control systems are defined in ISQM Guide. Please refer to ISQM Guide for the detailed procedures.  

 

The four data classification relationships are shown in Section 5, Figure 4.  

 

FIGURE 4 
Data Classification 
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• Mission Critical data has the most criticality but the least quantity. Among all the data generated and 
collected onboard, this data only occupies a very low percentage. This data is to receive the highest 
protection to keep the data secure. The data protection method will be selected based on the data states 
(explained in the following section). 

• Mission Essential data has the second highest level of criticality. These data are of a higher quantity 
than Mission Critical data. 

• Non-Mission Essential data has the biggest quantity with fairly low criticality. These data are of the 
highest quantity. Most of the data generated onboard are under this category.  

• Non-Vessel data has the lowest criticality and is trivial to the asset. The quantity of such data varies on 
different assets.   

As noted in the definitions in Section 1, three basic states of data characterize data: Data At-Rest (DAR), 
Data In-Motion (DIM), and Data In-Use (DIU). Understanding the different data states can help to select 
the methods of security measures and encryptions that appropriate for protecting the data. The three states 
of data onboard a vessel are illustrated in Section 5, Figure 5.  

 

FIGURE 5 
Three States of Data 

 
 

5 Data At-Rest (DAR) 
Data At-Rest refers to the data that resides in storage (a device or backup medium in any form) but excludes 
any data frequently transferred in the network or residing in temporary memory. DAR is in an inactive and 
stable state that is not currently being transmitted across a network or actively being read or processed. It is 
not travelling within the system or network, and not being acted upon by any application or the CPU. 

Here are some examples of DAR: 

• Data in data shares or repositories 

• Data on endpoints (i.e., PC or laptop devices) that is not accessed or changed frequently 

• Archived data 

• File stored on hard drives or USB thumb drives 

• Files stored on backup tape and disks 

• Files stored off-site or on a storage area network (SAN)  
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7 Data In-Motion (DIM) 
Data In-Motion (DIM) refers to the data currently in transit, traveling across a network or sitting in a 
computer’s RAM ready to be read, updated, or processed. It is data in the process of moving through, or 
crossing over networks from local to cloud storage or from a central server to a remote endpoint. In Marine 
and Offshore operations, DIM includes the data traveling in vessel’s local communication paths, or 
between vessel and vessel, or between vessel and shore (on shore, communicated between vendors, flags, 
class etc.). The data moving could be through wire or wireless transmission.  

9 Data In-Use (DIU) 
Data In-Use (DIU) refers to data that being processed by one or more applications. Such data is not under 
storage status or during the transmission. DIU is in the process of being generated, updated, changed, or 
deleted. It also includes data being viewed by users accessing it through various endpoints.  

9.1 Authorized Access Only  
The endpoints are the most vulnerable points for DIU since they are the place where users can access and 
interact with the data. The data set can potentially have multiple users from multiple endpoints. Protecting 
DIU starts from access control to the data.  

First, the data is to be protected by authorized access only, which includes user authentication, identity 
management, and profile permissions. This means only the individuals with the proper permission, 
qualification and knowledge are able to access and manipulate the data.  

Second, most employers have their employees sign legal agreements that they will not share data with 
anyone that does not have permission to view it.  

9.3 Penetration Protection  
DIU is also to be protected from penetration by corruptive agents or incidents. Generally, the phrase 
“penetration” describes an unauthorized or malicious intrusion into a computer system; however, an 
unauthorized accidental intrusion is also a penetration that can have serious consequences. A successful 
intrusion that is detected and characterized may reveal weaknesses in the system’s protective capabilities. 
Intrusion characterization is also intended to reveal the actual and potentially corruptive nature of the 
intrusion upon hardware, firmware, processing applications, networks, and data. For these reasons 
penetration protection is to be implemented in the interest of protecting data integrity during data creation, 
transport, processing, and storage.  

Penetration testing is commonly used to attempt to penetrate a digital system environment in order to test the 
capabilities of protective measures (system architecture, hardware, software, and procedures). A penetration test 
is performed to determine sufficiency of protective measures.  It is also performed to detect and characterize 
weaknesses in protective measures. Based upon the outcomes of the test, protective measures can be corrected 
and enhanced as necessary to prevent an attack or accidental data corruption incident.  

Routine penetration testing is recommended for systems that collect, process, store, and transport/transfer 
protected data. 

9.5 Handling Policies and Procedures 
Detailed data handling policies and procedures are to be defined for secure management of protected data. 
Data handling policies and procedures are provided in the Cybersecurity Guide, and are to minimally 
include:  

Documented data protection policies and procedures pertinent to each phase of the data management 
lifecycle include: 

i) Procedures documenting authorization process for accessing or handling protected data, including 
read/write privileges, use locks, blocking devices, and strong login credentials; 

ii) Procedures documenting process for updating or modifying protected data; and 

iii) What type of operation can be run on the data 
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11 Security Measures and Controls 
Security measures for DAR, DIM, and DIU are found in the Cybersecurity Guide.  
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S e c t i o n  6 :  D a t a  I n t e g r i t y  

S E C T I O N  6 Data Integrity 

1 General 
As more sophisticated automation systems become common in marine and offshore assets, growing concerns 
regarding data integrity have been raised. The concerns cover various topics in data integrity, such as basic 
concepts of data integrity in marine and offshore assets, how the data integrity is best managed, and what 
are the measurement tools for data integrity. Traditional definitions and concepts may not adequately 
support specialized data integrity applications in marine and offshore assets. This section adopts a holistic 
view to define the data integrity concept, the systematic process of data integrity, and the verification of 
data integrity. 

1.1 Definition 
As defined in ISO/IEC 27000 Information technology - Security techniques – Information security management 
systems – Overview and vocabulary, Integrity means the “property of accuracy and completeness”.  Integrity 
can have a large number of meanings depending on the context. For example, it can refer to accuracy, 
functionality, uncorrupted data, and absence of interference, restriction of access, code structure, and 
calculation accuracy.   

In these Guidance Notes, Data Integrity refers to the accuracy, consistency (validity), and completeness of 
data over its lifecycle. Compromised data is almost no use to the marine and offshore asset, and could 
cause a dangerous situation to human safety, safety of the vessel, and/or an environmental threat. For this 
reason, maintaining data integrity is a core focus of marine and offshore asset cybersecurity. Maintaining 
data integrity helps improve recoverability and searchability, traceability (to origin), and connectivity. 

Data integrity may be compromised in various ways. Some representative failures that can affect data 
integrity include: 

• Physical broken hardware devices (such as sensors or disk crash) 

• Human error, including unintentional actions and malicious intent 

• Transfer errors, including unintended alterations or change during the transfer process 

• Cyber threats, including viruses/malware, hacking 

Data integrity is a fundamental component of information security. It can be used to describe a state, a 
process or a function and is always used as a representation for data quality. The three descriptions are 
listed as follows: 

• As a state: Data integrity defines a data set that is both valid and accurate and maintains fidelity. 

• As a process: Data integrity verifies that data has remained unchanged in transit from sending to 
receiving.  

• As a function, related to security: Data integrity maintains information accuracy, is auditable, and 
supports reliability. 
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1.3 Data Integrity and Data Security 
Data security basic principles and criteria have been described in Section 5 of this document. Data integrity 
and data security are closely related terms, and they both play important complementary roles.  

Data integrity is the desired result of data security, mostly achieved by the act of data protection (securing 
data). Efforts for data integrity focus on validity, accuracy, and completeness of data. Work in data security 
focuses on the act of protecting data. Whether unintended modification or malicious intent, data security is 
a critical part of maintaining data integrity. 

For modern marine and offshore operations, data integrity plays an essential role in the accuracy and 
efficiency of a vessel’s normal operation as well as business process.  

As described in Section 4, the integrity level of data is to match the integrity level of the function it supports.  

Data integrity can be implemented in a variety of ways. The data is to remain unchanged while it is being 
handled, transferred or replicated. These Guidance Notes will describe data integrity from the following 
three areas:  

• Confirm data integrity from traceable and trustworthy data source 

• Protect data integrity from unintended and malicious modification 

• Monitor, verify, validate and measure data integrity   

3 Maintain Data Integrity from Traceable/Trustworthy Data Source  

3.1 Origin: Supplier and Sensor Accuracy 
3.1.1 Pedigree Verification 

In this context, the word “pedigree” describes the status of data origin. The definition provided by 
the Oxford Dictionary for pedigree is “The record of descent of an animal, showing it to be 
purebred”.  The same meaning applied to origin of data source is that data has the record to 
demonstrate it was born pure and accurate, plus it has the clear trace back to its root. The pedigree 
of the data source is to be verified to maintain the data traceability. The supplier is to deliver a 
system having an approved and accepted level of integrity which means the sources have been 
selected appropriately and certified. 

3.1.2 Chain of Custody Verification 
The term Chain of Custody (CoC) has been commonly used in legal contexts which refers to the 
chronological documentation or paper trail, showing the seizure, custody, control, transfer, analysis, 
and disposition of physical or electronic evidence. We are adopting this term in data integrity to 
explicitly demonstrate the properly documented CoC is an essential element of data integrity. 
Correctly performed custody procedures allow that data to be validated.  

Data generation, management, transmission, storage and processing must all trace through logs to 
show a clear CoC.  An example of the necessity for data tracking is ballast water treatment system 
data. Due to the new regulatory requirements, ballast water data is required to be collected periodically 
and reported to the regulatory agencies. Accuracy of reported data is crucial to maintain correct 
reporting.   

Data-generating systems must present data with a traceable pedigree and CoC traceability to 
support both versioning and auditable record trail: 

• Versioning is to be an automated procedure to check data in and out to maintain the latest 
version of the data.  

• Record trail is to be generated by the system instead of by users. System generated date and 
time stamps and other related information such as location can be included in the record trail. 
It will provide the log for both internal and external use.  
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3.1.3 Sensor Verification & Validation 
As described in Section 2, the most common data source is from onboard reporting sensors. 
Massive quantities of data may be generated and collected from hundreds, and perhaps thousands 
of sensors installed on the vessel.  

There are two potential reasons for non-trustworthy or erroneous sensor data: Unintentional errors 
and intentional misbehavior. 

• Unintentional errors may be caused by hardware malfunctions (broken or obstructed sensors), 
poor positioning of the node (unconnected or incorrectly attached node) or depleted batteries. 
Loss of sensor may also include loss of a monitoring or aggregator system, excessive electronic 
noise on the line, or transmission line breaks.  

• Intentional misbehavior may be caused by crew actions or external attackers, exploiting security 
vulnerabilities for unexpected purposes.  Standalone sensors and reporting nodes may be at 
risk, given IoT or IIoT devices will be network-addressable, generally isolated in unobtrusive 
areas, and infrequently updated. Most IoT or IIoT devices are expected to be sealed appliances 
that will serve a purpose and be replaced before they will be maintained or upgraded.    

The best practices to resolve the above two issues include: 

• Testing of the sensor software/hardware to meet hardening standards applicable to the industrial 
(marine or offshore) environment; 

• End-to-end communications testing, from sensor to data capture device; and  

• Proper security actions implemented to prevent intentional misbehavior. The detailed procedures 
can be found in the Cybersecurity Guide. 

3.3 Organization: Data Schema Transformation Accuracy 
Data schema is the skeleton structure that represents a logical view of the entire database. It defines how 
the data is organized and how the relations among data elements associate.  

As data is generated and collected from its source, it will go through a data organization process. Data 
schema is the architectural description process that helps data to be organized for appropriate use.  

Data schema is illustrated in Section 6, Figure 1. 

 

FIGURE 1 
Data Schema 
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Data schema transformation may raise the following issues:  

• Has the data been changed after data schema transformation? 

• Does the data handler alter its attribute? 

• Does the data organization process change the data? 

• How can an operator verify that the data maintain accuracy after the database insertion/organization 
process? 

In order to prevent data changes by the application software during data schema ingest, the software itself 
must well designed, thoroughly tested, and kept updated. The simple illustration for the relationship 
between data and software is shown in Section 6, Figure 2. Data is the product of software as software and 
data always complement each other.  Software is the protection for data integrity just like an egg carton 
protects the egg inside.  

 

FIGURE 2 
Data and Software Relationship 

 
 

The ISQM Guide provides guidance on quality software development for integrated control systems. This 
well-known method of Software Development Lifecycle (SDLC) management guides developers to write 
quality software that meets stated and documented requirements. During the system design phase, a 
designer considers data architecture and structure (data schema) in the requirements specification. The 
developer codes the system software and tests the work against the requirements specification periodically. 
Such work iterates through the whole lifecycle development phases until the software meets the 
requirements and it is then delivered.   

3.5 Transmission: Transfer from Point of Use Accuracy and Timing  
During data transmission, data travels and is transmitted from source to users (machine or human). 
Previous discussion in Section 5 above provided context, and this section will focus on error detection and 
correction, network physical and logical security. 

3.5.1 Error Detection and Correction 
During data transmission noise can be introduced and lead to data errors.  

Error detection refers to the detection of error caused by noise or other impairments introduced 
into data while it is transmitted from source to destination. The most common error detection 
schemes are listed below: 

• Repetition codes 

• Parity bits 
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• Checksums 

• Cyclic redundancy checks (CRCs) 

• Cryptographic hash functions 

• Error-Correcting Code (ECC) 

Error correction refers to the reconstruction of data to be error-free. The most common error 
correction methods are listed below: 

• Automatic repeat request (ARQ) 

• Error-Correcting Code (ECC) 

• Hybrid Schemes 

Error detection and correction methods are listed below: 

• Error-Correcting Code (ECC) 

• Forward Error Correction (FEC) 

• Redundant Array of Inexpensive Disks (RAID) Level 2 

Both error detection and correction techniques enable the reliable delivery of data over the 
communication network. These error detection and error correction are used in different 
applications, from television cameras, RAID and distributed data stores to digital money transfers.  

The key technology for data quality enforcement is ECC. Error-correcting codes are commonly 
used in lower-layer communication, as well as for reliable storage in media such as CDs, DVDs, 
hard disks, and RAM. An ECC is a process of adding redundant data, or parity data, to a message, 
such that it can be recovered by a receiver even when a number of errors (up to the capability of 
the code being used) were introduced, either during the process of transmission, or on storage. 
Since the receiver does not have to ask the sender for retransmission of the data, a backchannel is 
not required in forward error correction, and it is therefore suitable for simplex communication 
such as broadcasting. The standard ECC memory used in systems today can detect and correct the 
error without user input or action. 

Therefore, data accuracy may be expected under most conditions by use of error detection and 
error correction mechanisms in the receiver device or in the database.  

3.5.2 Network Physical and Logical Security 
Network security detection methods provide for protection of data against physical threats. . The 
detailed practices and process specification requirements have been clarified in the Cybersecurity 
Guide.  

For logical security, software safeguards can provide for data protection. Such software safeguards 
include user identification, password access, access rights, authentication, and authority level. The 
final goal is to allow only authorized users to access the organization’s data or perform actions on 
the data.  

Authentication, authorization, and accounting (AAA) is a term for a framework for controlling 
access to information resources. These combined processes are considered for effective network 
logical security. AAA is a technology that has been in use before the Internet as we know it today.  

• Authentication: As defined in ISO/IEC 27000 Information technology – Security techniques – 
Information security management systems – Overview and vocabulary, “Provision of assurance 
that a claimed characteristic of an entity is correct”. Authentication provides a way of 
identifying a user. Usually this is implemented by having the user enter a valid username and 
password to gain access to resources.  

• Authorization: A process to define the access policy that gives someone permission to do 
something. Following authentication, a user must gain authorization for doing certain tasks. 
This process determines whether the user has the authority to perform the requested task.  
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• Accounting: Measures the resources a user consumes during access. The amount of system 
time or the amount of data that a user has sent and/or received during the session are typically 
considered as accounting.  

The relationships among these characteristics are depicted in Section 6, Figure 3. 

 

FIGURE 3 
Authentication, Authorization and Accounting 
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With both network physical and logical security protection, the data source is to be kept pure, accurate and 
reliable.  

5 Protect Data Integrity from Unintended and Intended Modification  
Data integrity is also protection from data modification. Modification means the data has been changed, 
updated, altered due to any of multiple reasons. It can be unintended (accidental) or intended (beneficial 
and malicious). The following subsection is based on the type of data modification. 

5.1 Protection against Accidental Integrity Loss 
5.1.1 Using the ISQM Guide: Data Management Application “Quality” (Adherence to Specifications) 

and V&V 
As described in the earlier two sections, following the traceable and trustworthy data source and 
secure data transmission, the data has been delivered by suppliers (i.e. sensors) with an approved 
and accepted level of integrity and reliability.  New concerns become, “How do I prevent and 
detect the loss of integrity due to accidental operation?” and “How can we avoid accidental 
integrity loss?” 

In order to address the new concerns, we follow the same concept as data schema transformation 
in 6/3.3. The requirements of data integrity must be included in the software requirements to give 
the best opportunity for correct implementation. The ISQM process methods provide foundational 
guidance for protecting data integrity through prevention of unintended modification: 

i) Requirements Specifications:  During software requirements specification in the design 
phase, the circumstances of data changes/modifications are to be considered. This 
requires all possible scenarios for data modification to be considered and included in the 
requirements for software development as either deliberately considered acceptable or 
unsatisfactory conditions. Accidental integrity loss conditions are to be included. Further 
detailed requirements can be found in the ISQM Guide Section 4 Requirements and 
Design (R&D) Phase. 
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ii) Testing Procedures/Protocols:  A complete testing procedure or protocol set is to be 
developed for each control system. This is also part of ISQM process; test procedures are 
expected to handle system or component level integrity management to prevent data from 
being changed or modified in any conditions outside expected function of the control 
system. Further detailed requirements can be found in the ISQM Guide Section 6 
Verification, Validation & Transition (V V&T) Phase. 

iii) Software Management of Change (SMOC) Process:  SMOC is the process for managing 
authorized software changes in both critical and non-critical systems. SMOC is a systemic 
means of managing software versions, integrity and interoperability conditions by 
preventing untested, unauthorized software or data changes. Further detailed requirements 
can be found in the ISQM Guide Section 7 Operation and Maintenance (O&M) Phase. 

5.1.2 Using the Cybersecurity Guide: Logical Access Authorization Control 
Logical access authorization control is another way to prevent accidental integrity loss. It is often 
needed for remote access of hardware, and it is contrasted with the term “physical access”. It 
includes methodologies such as password protocols, personal identification numbers (PINs), 
biometric scans, etc. The requirements have been set in the Cybersecurity Guide and represented 
as follows:  

i) Capability (5): Provide Perimeter Defense. “OT5-2: The Company provides isolation of 
logical access to OT/ICS to confirm traffic to control systems can only originate from 
authorized sources within the Company’s environment.” 

ii) Capability (8): Execute Access Management. “P8-5: The Company tracks operational or 
process control assets that do not have either physical or logical access control mechanisms, 
substituting access process controls as required to confirm positive knowledge of personnel 
or machine access to control systems or components.” “OT8-2: The Company defines and 
implements role-based business rules for logical access to any Company ICS.  Authorization 
of access is based on job function requirements and risk assessment processes.”  

iii) Capability (9): Maintain Asset Management. “OT 9-4: The Company protects against 
unauthorized logical access to proprietary operational and protective systems using mixtures 
of logical and physical methods, including (but not limited to) segregated communications 
paths, screening mechanisms, access control processes, strong passwords, and/or multifactor 
authentication.” 

iv) Capability (20): Provide Unified Identity Management. “OT20-2: The Company defines and 
implements role-based business rules for logical access to any Company ICS.  Authorization 
of access is based on job function requirements and risk assessment processes.” “OT20-8: 
The Company protects against unauthorized logical access to proprietary operational and 
protective systems using segregated communications paths, screening mechanisms, access 
control processes, identity system enrollment and role designation, strong passwords, 
and/or multifactor authentication.” 

v) Capability (35): Implement Secure Software Development. “IT35-11: The Company confirms 
that software code repositories are closely managed, carefully restricted for personnel 
access, and strictly limited in avenues of logical access through any network, with 
accountability for any access event.” 

5.3 Best Practices for Intended (Beneficial) Integrity Loss 
Intended (beneficial) integrity loss may be due to modification which is intended and based on cleansing 
routines that enable better analytics to be performed. The essential goal of data cleansing process is to find 
a suitable balance between fixing dirty data and maintaining the data as close as possible to the original 
data from the source, and be ready for better data analytics. Therefore, such modification is routine based, 
planned and beneficial. Generally the approaches such as data auditing, workflow specification, workflow 
execution, and post-processing and controlling are the common practices to maintain data integrity against 
intended (beneficial) integrity loss. 
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5.5 Preventive Actions Against Intended (Malicious) Integrity Loss 
Intended (malicious) integrity loss may be due to purposeful actions by human or automated entities, and 
data quality and security may suffer as a result of data theft or data destruction. Access control and 
penetration control are two major security techniques for protection against malicious integrity loss. 

5.5.1 Using the Cybersecurity Guide: Access control 
As defined in ISO/IEC 27000 Information technology - Security techniques - Information security 
management systems - Overview and vocabulary, “Access Control is a means to ensure that access 
to assets is authorized and restricted based on business and security requirements”. It is a security 
technique that can be used to regulate who have the authorization to access the resources. It allows 
only the authorized users touch the system. Anyone without correct identity should not able to 
access the system.  

This security technique prevents the malicious attacks from early stage of data integrity. The 
detailed requirements have been set in the Cybersecurity Guide and the high level requirements 
are listed here, 

i) Access Control Lists (ACLs) for physical possession or contact with system assets 
(devices, systems, workstations, servers, PLCs, network protocol translators, network 
connections, etc.) are established and kept up to date.   

ii) ACLs are to be established in any remote access methods for all operational technology 
or process control system components, systems, modules, applications or appliances. 

iii) ACLs are one of the perimeter defense security methods to be established against 
unauthorized access. 

iv) Physical access control devices are to be installed and monitored as designed and 
described in the system Functional Description Document (FDD). 

v) Network access control (NAC) is to be used to enforce uniform enterprise system policies 
and hygiene across all access points.  

vi) Access control is required on all software. 

5.5.2 Using the Cybersecurity Guide: Penetration control  
Penetration control and information security methods are security techniques that use penetration 
testing to find potential security weaknesses in the IT/OT system. Design and production of these 
controls should commence in the architecture design phase of the system. 

Examples of penetration control are listed below:  

• Segregation of the system/network 

• Blocking unauthorized access methods, such as use of unauthorized thumb drives 

• Security implemented by using firewall or malware 

Detailed requirements for exercise penetration testing (capability 27) have been set in the 
Cybersecurity Guide.  

7 Monitor, Verify, Validate and Measure Data Integrity  

7.1 Data Integrity Monitoring (Overall System of Systems) 
Monitoring of data integrity is to provide detection capability against otherwise undetected integrity effects 
or losses. Critical data is to be monitored continuously, with alarms or notifications set for fault conditions. 
Fault conditions are established for monitoring as part of requirements specification, as noted in 6/5.1 
above. Normally data managers or data analysts check unknown data against good data (reference data) so 
they can recognize differences in data content and trends, especially when comparing new data against 
reported norms.   
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Data integrity monitoring starts with a single component or single system. Once ‘normal’ is recognized and 
codified in monitoring procedures, the monitoring process can extend to the system level and to the overall 
System of Systems.   

An integrated System of Systems is a way to conceptualize the boundary defining a system. This concept 
was introduced to marine and offshore industry due to more and more complex and integrated systems 
onboard the vessel. This is most appropriate for working with software-intensive control systems as they 
propagate across ships or offshore platforms. Section 6, Figure 4 illustrates one example of ship network 
systems onboard. 

 

FIGURE 4 
Notional System of Systems Onboard Vessel 

 
 

In the maritime industry, System of Systems means ship, offshore platform, or other maritime asset with 
multiple existing standalone and networked systems. The data associated with a given individual system 
may not be limited to that particular system. It may be accessed and used by many other systems that 
connect to it, and special attention is required to understand how data can be exposed to the overall system 
of systems. Monitoring of data integrity will also be extended not only to component or single system level 
but also to the overall system of systems.  

The standard regarding Data Continuous Monitoring have been set in the Cybersecurity Guide.  

7.3 Verification and Validation of Data Integrity  
Using the definitions of Validation and Verification (V&V) from the ABS Guide for Software Systems 
Verification – ABS CyberSafetyTM Volume 4 (SSV Guide): 

Validation:  Determination that an item (system) is suitable for the intended service.   

Verification: Determination that an item (system) meets the specified criteria. 

The V&V of a system for purpose of data integrity management can be accomplished by system performance 
testing. These tests include initial testing, final product testing, and periodic testing. The initial testing is 
always performed during development; final product testing provides verification of requirements satisfaction 
prior to deployment; and periodic testing is done at intervals to verify continued correct operation. These 
system test phases should include data verification during the extent of the tests.  
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The SSV Guide has requirements for verification. The following are the general guidelines: 

• Validation and Verification plan  

- Scope of verification (what is to be tested) 

- Details of testing including test cases & test methods 

• Validation and Verification report 

- Each test phase is to generate a report 

- Report is expected to include traceability, test cases, test results, comparison 

7.5 Measurement of Data Integrity  
Data integrity is of pivotal importance to marine system safety and functionality. Conceptually, the simplest 
form of data integrity is accuracy.  If sensed data accurately describes or represents the characteristics of a 
physical or virtual system accurately, then that data representation is said to possess integrity. Previous 
sections of this document describe methods for analyzing initial data integrity and detecting corruption 
during transport. 

Even with well-conceived and executed methods for preventing and detecting losses in data integrity, 
corruptions and integrity losses do occur.  Since these losses can and do result in system failures, another 
way to view the data integrity preservation process is to consider methods for analyzing observed system 
failures to determine if a root or contributing cause of the failure is data corruption (i.e., data integrity loss). 

One method is to use the Corruption Vector Index (CVI) for gauging system integrity. This approach 
gauges the relative importance of a Corruption Vector. Corruption Vector is generally characterized by 
“How”, “Where/When”, “How much”, and “Who/What”.  

• The “How” characteristic is the observed behavior of the fault. 

• The “Where/When” characteristic is its’ corruption position in the SDLC lifecycle and the control 
system architecture. Further detailed information regarding SDLC may be found in the ISQM Guide. 

• The “How much” characteristic is the relative impact on the control system. 

• The “Who/What” characteristic refers to the source of the corruption. 

The numeric values are assigned to each of the systemic conditions that determine the CV’s position in the 
control system, and the technology conditions that determine the CV’s impact. Adding Systemic Value and 
Incident Value yields Corruption Vector Index.  

As shown in Section 6, Figure 5 below, Systemic Value is produced by multiplying the values rated in each 
category. A low result represents a low corruption value and indicates the best system integrity maintaining. 
In contrast, a high Gauged System Value result indicates a high corruption value, and represents the system 
at a high risk of corruption.  
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FIGURE 5 
Gauged System Value 

 
Notes: 

1 The SDLC penetration point (corruption source) is determined by analysis of discovery point, remediation point, 
and values of system integrity maintaining measures. 

2 Incident discovered at SDLC point: 1 - Concept Stage; 2 - Requirement/Design; 3 - Construct/Dev; 4 - V V&T; 5 - 
Operation/Maintenance.  

3 Incident corrected at SDLC point: 1 - Concept Stage; 2 - Requirement/Design; 3 - Construct/Dev; 4 - V V&T; 5 - 
Operation/Maintenance.  

4 During V&V, Supplier provides description and a pre-installation test report with the change: 1 - Yes; 1.1 - No 

5 Cybersecurity measures implemented: 1 - Yes; 1.1 – No 

6 A rigorous detailed MOC process is used: 1 - Yes; 1.1 - No 

 

As shown in Section 6, Figure 6, Incident Value is produced in a similar way as the Systemic Value. 
Incident technology penetration point (description of function) is listed in the first column of the table, 
following columns are filled with Integrity Level (IL) of Technology Discovery Point, Corrective Change 
Impact, and Failure State Impact (detailed explanation shown inside the table). The final Gauged Incident 
Value is generated by multiplying the values rated in each category. The low result represents the low 
incident possibility and indicates the individual function has high integrity level, low (or no) change impact 
and low (or no) failure state. The high result represents the opposite. 
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FIGURE 6 
Gauged Incident Value and Corruption Vector Index 

 
Notes: 

1 Description of the specific Industrial Control System (ICS) function at which the corruption incident is discovered. 

2 Integrity Level (IL) of the function at which the incident was discovered: 1 - IL0, 2 - IL1, 3 - IL2, 4 - IL3 

3 1 - No change, 2 - Minor Change, 3 - Major Change, 4 - Emergency Change 

4 1 - Redundant, immediate recovery, 2 - Stop safe-Reset-Resume, 3 - Stop safe, repair required, 4 - Stop unsafe 

 

The final Corruption Vector Index is generated by adding the Systemic Value and Incident Value. By 
tracking functions and suppliers over time, a trend chart will be produced. This chart is to gauge 
Corruption Vectors and its impact to its respective control system integrity.  

When system failures happen, an incident discovery point is to be identified, describing the location of 
failures in the SDLC stage, such as in SDLC early stage, middle or later stage. The supporting data 
corresponding to its respective function Integrity Level becomes an important cause of in system failures. 
For example, Mission Critical data drives the system with IL3 functions. When any failure occurs in the 
system with IL3 functions, it is possible for Mission Critical data to be being corrupted. Thus, it helps 
determine whether the source of the system failure is due to data corruption. Further failure analysis helps 
to determine if data corruption is a root or contributing cause of a failure. The CVI approach also helps to 
determine if the level risk to the system created by data corruption. 

The CVI and the associated failure analysis results indicate important information, one of which is the data 
corruption source. The data corruption source could be from supplier, installer, or updater. For example, 
we can confirm the number of times the supplier touched the system, which could open a corruption path. 
Every time someone touches the system, it can be corrupted. Therefore we can determine the relative 
quality of supplier by checking their practices on handling the data, some as whether the original software 
was well delivered, database has been maintained well, and the update has been successfully performed 
without affecting data integrity. If any of these steps are on track, the final risk of data corruption will be 
decreased significantly. 

The CVI approach also helps improve data integrity by implementing methods that would prevent similar 
data corruptions in the future. Through the analysis result, the data corruption has been identified and 
action is to be taken to prevent similar data corruption from reoccurring. Also by tracking the data 
corruption over time, measurable patterns of data corruption could be attributed to specific practices or 
data handlers. These should be targeted for remedial action.  
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